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ABSTRACT
FinFET, a non-planar device, has become the prevalent choice for
chip-multiprocessor (CMP) designs due to its lower leakage and
improved scalability as compared to planar CMOS devices. FinFETs
are fundamentally different from conventional CMOS circuits in
terms of circuit-delay vs. temperature, i.e., circuit-delay decreases in
FinFET at higher temperature even in the super threshold supply-
voltage regime. Such characteristic of FinFET is known as tem-
perature effect inversion (TEI). But, a drastic increase in channel
temperature may lead to an increase in leakage consumption and
may accelerate the circuit aging process due to the self-heating
effect (SHE). This paper introduces STIFF , which balances the up-
sides of TEI against the potential hazardous SHE in a FinFET based
CMP. Basically, STIFF exploits online performance statistics to de-
termine the thermal intensity of cores and local caches, and scales
the supply-voltage prudentially to maintain a stable core-frequency
and local-cache performance on-the-fly by exploiting TEI, while
reducing the SHE. Our simulation results show that, STIFF is able to
maintain a stable frequency of 3.7GHz of the cores with a small stan-
dard deviation of 0.23, while maintaining a safe temperature during
execution, and it outperforms a state-of-the-art DVFS technique for
the FinFET based cores. STIFF also maintains a stable access time at
the local L1 caches, while ensuring thermal safety by introducing a
cache access cognizant scaling of the supply voltage of the individ-
ual L1 cache-banks without any noticeable performance-loss.

CCS CONCEPTS
•Computer systems organization→Multicore architectures;
System on a chip; Parallel architectures; • Hardware → Tem-
perature simulation and estimation.
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1 INTRODUCTION
FinFET devices have become the prevalent technology to alleviate
the short channel effects in sub-20nm CMOS devices [1, 4]. The
confined 3D-geometry of FinFET makes them special in terms of
their power and performance characteristics [20, 36, 39, 41]. Unlike
conventional planar MOSFETs, FinFET experiences a reduction
in gate delay when temperature is increased, which is known as
temperature effect inversion (TEI) [9, 27, 28]. Unfortunately, higher
temperature may lead to an increase in leakage consumption, and
can also accelerate the circuit aging process, caused by the self-
heating effect (SHE). Actually, heating effects in FinFET are even
more serious as compared to planar MOSFETs because of their
reduced thermal conductivity of the interlayer dielectric material
and buried oxide [22]. The presence of thermal insulators in a Fin-
FET device restricts the heat dissipation, which further complicates
thermal management [3]. This poor heat transfer between FinFET
channel and chip ambience is even give rise to errors in temperature
sensing mechanisms [31].

Prior conventional on-chip thermal management focused on
reducing the temperature in MOSFET based chip multiprocessors
(CMPs) [11, 26, 42], which is in stark contrast to the FinFET based
chips, where higher temperature potentially leads to performance
benefits. Recently, researchers explored TEI in FinFET, that sig-
nificantly operates faster in higher temperature even at the super-
threshold voltage region [8–10, 21, 24, 27, 28]. These previous works
mostly focused on developing circuit level or device level techniques
to exploit TEI of the FinFET [24, 28]. However, the impacts of TEI
on the performance of multi-cores were first evaluated by Cai and
Marculescu [9]. But, enjoying TEI benefits can be catastrophic for
the FinFETs, as higher temperature can permanently damage the
device due to the SHE [41]. Recent research attempts tried to reduce
SHEs at the circuit level to ensure thermal safety in FinFET based
CMPs, as FinFET can potentially generate hotspots (experiencing
a temperature of more than 80 °C) due to enormous increase in
channel temperature along with poor heat transfer to the ambi-
ent [1, 3, 22, 31]. Most of these techniques considered circuit/device
level characteristics, either to exploit TEI or to reduce SHE, without
accounting the impacts of running applications. As applications’
runtime behaviors play the most pivotal role in on-chip power
consumption, hence temperature, considering application runtime
characteristics at the (micro)architectural level is crucial in balanc-
ing TEI and SHE in FinFET based CMPs.

In this work, we investigate the duality of increased on-chip
temperature in FinFET based chip multiprocessors and present
STIFF , an architectural level thermal manager that balances the
benefits of TEI and the problems of SHE, by analyzing application
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runtime characteristics. Recent research on thermal sensors for Fin-
FET based CMPs, analyzed the inaccuracies in temperature sensing,
which might lead either to circuit failure in the case of underestima-
tion or to performance degradation in the case of overestimation of
the thermal status [15, 31, 32]. Concomitant to the fact of issues in
heat-sensing of the FinFET devices, in addition with TEI and SHE,
STIFF realizes the individual core’s as well as L1-cache’s thermal
status through performance monitoring counters (PMCs). STIFF
estimates the temperature based on PMC values and prudentially
scales the supply voltages of the cores and L1 cache banks during
execution to maintain thermal safety at the respective components,
while exploiting TEI to guarantee a stable performance.

In summary, STIFF :
• as a first study, comprehensively analyzes the benchmark
applications to select the relevant PMCs, that can assist in
determining the temperature of the FinFET based cores as
well as local caches (Sec. 2);

• establishes a relationship between (a) register access count
and core temperature, and (b) L1 access count and tempera-
ture of the individual L1 cache banks (Sec. 2);

• determines thermal status of both cores and L1 cache banks
through exploitation of the PMCs, and prudentially applies
dynamic voltage scaling (DVS) at the cores and the L1-banks,
while considering TEI, so that both performance and thermal
safety can be maintained (Sec. 3).

Our simulation based analysis (Sec. 5), consisting of a 16-tiled
CMP with each tile consisting of an out-of-order (OoO) core with
64KB 4-way set-associative local data and instruction caches, shows
that STIFF is able to maintain a stable core frequency of 3.7GHz
with a small standard deviation of 0.23, and a stable access time is
maintained at the L1 caches, while maintaining thermal safety. The
proposed DVS mechanism at the cores also surpasses a prior dy-
namic voltage and frequency scaling (DVFS) based technique [35].
Our benchmark based analytical study also shows that the combina-
tion of core- and cache-based techniques offers an overall average
energy delay product (EDP) gain of 31% over the baseline.

2 BACKGROUND AND PRELIMINARY
ANALYSIS

By illustrating our simulation based primary analyses, in this sec-
tion, we will construct the relevant background for STIFF . The
relevant empirical studies for background analysis have been per-
formed by simulating a 16 OoO core based homogeneous tiled CMP
equipped with 64KB 4-way set-associative local data and instruc-
tion caches (at 14nm technology nodes). The CMP configuration
and our simulation infrastructure are detailed in Sec. 4.

2.1 Analyzing PMCs at the cores
A set of considerable research attempts were taken over the decades
that modelled core power by considering PMCs to design several
power and thermal management algorithms [13, 18, 19, 40]. In
fact, modern processors are equipped with PMCs to count micro-
architectural events (e.g., different instruction counts, register file
accesses, ROB accesses, etc.), so that processor utilization along
with power consumption can be traced online [19]. Here, we first
analyze the temporal changes of the following six PMC values:

memory instruction count (𝑀𝑒𝑚𝐼𝑛𝑠𝑡 ), integer instruction count
(𝐼𝑛𝑡𝐼𝑛𝑠𝑡 ), floating point instruction count (𝐹𝑃𝐼𝑛𝑠𝑡 ), branch instruc-
tion count (𝐵𝑅𝐼𝑛𝑠𝑡 ), ROB access count (𝑅𝑂𝐵_𝐴𝑐𝑐), and register
access count (𝑅𝐹_𝐴𝑐𝑐). The temporal changes have been traced to a
particular core by executing two PARSEC benchmark applications
(Bodytrack (Body) and Streamcluster (Stream)) [5] in our simulation
setup (see Sec. 4) for 100M clock cycles1, and the results are shown
in Figure 1. 𝐷𝑦𝑛_𝑃𝑜𝑤 and 𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 in Figure 1 depict how
changes in dynamic power consumption and temperature of the
core are related to the PMCs.

Out of all these six PMCs, 𝑅𝐹_𝐴𝑐𝑐 and 𝑅𝑂𝐵_𝐴𝑐𝑐 show the most
similar behaviors with the temperature changes. In fact, as per prior
research attempts [14, 26, 35] register files (RFs) are susceptible
to generating on-chip hotspots as they are accessed for every in-
struction during execution, which makes a register-access-counter
useful in determining temperature. Our simulation results not only
strengthen the claim of the previous studies, moreover it shows
that 𝑅𝑂𝐵_𝐴𝑐𝑐 can also be a useful PMC to determine the core-
temperature in case of OoO cores. As RFs and ROBs are accessed
during execution of each instruction, either of these two can be used
to determine core temperature. In STIFF , we use 𝑅𝐹_𝐴𝑐𝑐 values for
individual cores to determine the temperature.

(a) Body

(b) Stream

Figure 1: Temporal changes in PMCs, dynamic power and
temperature of core.

Determining temperature by employing PMCs can be a viable
option in the case of FinFET based CMPs as the encapsulation of the
FinFET channel within thermal insulation might affect the accuracy
of thermal sensor [15, 31, 32]. In a recent study, the difficulties re-
lated to thermal sensors have been illustrated in the case of FinFET
based CMPs [31]. The change in temperature is slower than the
change in power consumption caused by dynamic activities, which,
especially in the case of FinFET, can negatively impact the accuracy
of thermal sensors. Most commercial sensors exploit BJT based
sensing mechanism, where temperature induced current or voltage
magnitude is sensed to determine the temperature. As FinFET has
poor channel to ambient thermal conductivity, such sensors might
1Continuous cycles within the region of interest during execution of the applications.
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cause inaccurate temperature values, which can differ with up to
5.6 °C lower than the actual temperature for sub-16nm technology
nodes [33]. However, placing sensors at the interconnects of the
FinFET based circuitry can be a potential solution to improve sens-
ing accuracy [31], but it might incorporate several implementation
issues, discussion of which is out of scope of this paper. In STIFF ,
we focus on how temperature can be estimated by employing PMCs
in case of FinFET based CMPs.

2.2 Register Accesses vs. Temperature
To establish the relation between register accesses, total power
consumption, and core-temperature, we analyzed how changes in
𝑅𝐹_𝐴𝑐𝑐 give rise to changes in the power consumption of the core.
Next, we analyze the impact of power consumption on the temper-
ature, as shown in Figure 2. By employing McPAT-monolithic [20],
we derived the power consumption, where leakage power has been
computed by assuming a fixed temperature of 350𝐾 . We adopt
thermal models of FinFET [41] in Hotspot 6.0 [43] to derive tem-
perature for a specific amount of change in power. Thus, we plot
the changes in temperature (𝐴𝑐𝑡𝑢𝑎𝑙_𝐷𝑒𝑙𝑡𝑎_𝑇𝑒𝑚𝑝) with respect to
changes in power consumption. On the other hand, we theoretically
analyzed the FinFET power and temperature models [20, 35, 41] to
estimate the changes in temperature (𝐸𝑠𝑡_𝐷𝑒𝑙𝑡𝑎_𝑇𝑒𝑚𝑝) and plot
the observation in Figure 2. This temperature estimation is further
approximated and the difference between𝐴𝑐𝑡𝑢𝑎𝑙_𝐷𝑒𝑙𝑡𝑎_𝑇𝑒𝑚𝑝 and
𝐸𝑠𝑡_𝐷𝑒𝑙𝑡𝑎_𝑇𝑒𝑚𝑝 are shown in this figure. The graph shows, for
most of the cases, that the temperature is overestimated in case of
𝐸𝑠𝑡_𝐷𝑒𝑙𝑡𝑎_𝑇𝑒𝑚𝑝 and slightly deviates from the𝐴𝑐𝑡𝑢𝑎𝑙_𝐷𝑒𝑙𝑡𝑎_𝑇𝑒𝑚𝑝 .
Our root-mean-square percentage error (RMSPE) for this estimation
is around 3.0%, which is remarkably low. However, by applying lin-
ear regression, we derive the equation that shows how the change
in register accesses (Δ𝑅𝐹_𝐴𝑐𝑐) will change the power consumption
(Δ𝑝)-

Δ𝑝 = Δ𝑅𝐹_𝐴𝑐𝑐 × 𝑏0 + 𝑏1 (1)

and, this Δ𝑝 will change temperature (Δ𝑡 ) as follows:

Δ𝑡 = Δ𝑝 × 𝑐0 + 𝑐1 (2)

Both Equation 1 and 2 are used to estimate power and core-temperature
for a sufficiently small time-span, which is our sampling interval
(1ms). The derived values for the constants, 𝑏0, 𝑏1, 𝑐0 and 𝑐1 are
0.002209, 1.00001437, 0.138906, and 3.1576𝐸 − 05, respectively. Note
that, the values of these constants will vary with the process node,
which we intend to consider in our future work.

Figure 2: Power consumption of (RFs) vs. temperature

Figure 3: L1 Accesses vs. Temperature.

Figure 4: L1-Cache: TEI and Access Time.
2.3 TEI and Core-Frequency
Due to TEI of FinFET at higher temperatures (𝑡 ), a core can execute
instructions with a frequency (𝑓 ) that can be represented as [9]:

𝑓 = 𝑑0 .𝑉
2
𝑑𝑑 + 𝑑1 .𝑉𝑑𝑑 .𝑡 + 𝑑2 .𝑡 + 𝑑3 .𝑉𝑑𝑑 + 𝑑4 (3)

where, 𝑑0 to 𝑑4 are the coefficients that model the linear part from
𝑉𝑑𝑑 and 𝑡 , and the values for these coefficients are obtained from
a prior work [9]. From this equation, we can now derive, for a Δ𝑡
change in temperature (considering a constant 𝑉𝑑𝑑 ) the frequency
change Δ𝑓 will be:

Δ𝑓 = (𝑑1 .𝑉𝑑𝑑 + 𝑑2) .Δ𝑡 (4)

Now, by employing Equation 1, 2, and 4, we estimate the temper-
ature and frequency at some certain time-stamp. This estimation
can be employed to judiciously scale supply voltage at the cores to
ensure thermal safety, while guaranteeing to maintain a stable as
well as high frequency due to the presence of TEI. The reduction in
𝑉𝑑𝑑 curtails core-temperature due to a significant drop in dynamic
power, which has a quadratic dependency on𝑉𝑑𝑑 and linear depen-
dency on 𝑓 (as 𝐷𝑦𝑛_𝑃𝑜𝑤 ∝ 𝑉 2

𝑑𝑑
.𝑓 ). Moreover, reduced temperature

and lowered 𝑉𝑑𝑑 reduce the static power, so also the overall power
consumption, and hence, the temperature will be reduced [9]. How-
ever, by evaluating PMCs, STIFF realizes the core-temperature and
tactfully scales core-𝑉𝑑𝑑 , so that TEI is exploited to maintain a
stable frequency while ensuring thermal safety. From above discus-
sion it can be concluded that, thermal management at the FinFET
based cores can be implemented by controlling 𝑉𝑑𝑑 alone through
DVS, which will maintain the core-temperature and will ultimately
govern the core-frequency, unlike DVFS mechanisms used in con-
ventional MOSFET-based cores. In STIFF , we therefore use DVS to
govern the core-frequency while maintaining a safe temperature.

2.4 L1 Cache: Accesses, Temperature and TEI
Existing diversity in L1 cache accesses generates diverse power-
usage profiles, and so also the temperature, across the execution
phases of the applications. Figure 3 shows how access-count during
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execution changes temperature of an individual L1-Data cache, for a
PARSEC application (Body), analyzed with our simulation setup (see
Sec. 4). The traces have been periodically collected (at the interval
of each 1M clock cycles) for a duration of 100M clock cycles. We
have normalized the cache accesses and the respective changes in
temperature are plotted in Figure 3. Higher L1 access-count implies
an increased dynamic power, which is the principal component
of the total power in FinFET based caches [20]. Such increased
dynamic power leads to higher temperature of the individual L1
banks. Hence, access-count can be a viable option to determine
temperature of the L1-bank during execution.

Figure 3 further shows the existence of hotspots at the L1 caches,
where the temperature can be as high as 85 °C, which can be con-
trolled either by employing power gating or by applying DVS at an
apt granularity of the cache. As the L1-cache is performance criti-
cal, power gating might incur significant performance degradation.
Hence, we have decided to apply DVS at the individual L1 banks,
and to scale the supply voltage of the banks on-demand to ensure
thermal safety. Reducing the supply voltage can cause performance
degradation by increasing the access time, however, prudentially
applying DVS by considering TEI of the FinFET can reduce such
performance drops.

Before devising our algorithm for TEI induced performance
aware thermally safe L1-caches, we studied the effects on access-
time due to TEI at different viable supply voltage (𝑉𝑑𝑑 ) regions, and
report our observations in Figure 4. For a 64KB 4-way L1 cache
built in 14nm FinFET, the range of viable 𝑉𝑑𝑑 is 0.51 − 1.5v [38]. A
drastic reduction in𝑉𝑑𝑑 assists in reducing temperature by reducing
dynamic power, but might not increase the access time significantly,
thanks to TEI. TEI effects are prominent in case of lower (especially
at the sub-threshold region) 𝑉𝑑𝑑 (< 0.8v). Hence, reducing voltage
at the higher operational temperature will have less impact on per-
formance. However, 𝑉𝑑𝑑 has to be scaled up once the temperature
is lower than a preset threshold to maintain performance. In this
paper, we maintain the range of 𝑉𝑑𝑑 within 0.6 − 0.8v.

3 STIFF : PROPOSED MECHANISMS
By applying PMC-induced DVS both at the cores and L1 cache
banks, STIFF reduces SHEs, while maximizing TEI induced benefits
to maintain a stable clock frequency at the cores and to maintain a
stable access time at the L1-cache.

Algorithm 1: DVS based Frequency-Governor
Input: PERIOD, Initial𝑉𝑑𝑑 , 𝑡 , 𝑡𝐻𝑖 , 𝑡𝐿𝑜 ,𝑉𝐻𝑖 ,𝑉𝐿𝑜

1 while System is running do
2 if 𝑃𝐸𝑅𝐼𝑂𝐷 is completed then
3 Track the 𝑅𝐹_𝐴𝑐𝑐 at the core and get Δ𝑅𝐹_𝐴𝑐𝑐 ;
4 Δ𝑝 = Δ𝑅𝐹_𝐴𝑐𝑐 × 𝑏0 + 𝑏1 ;
5 Δ𝑡 = Δ𝑝 × 𝑐0 + 𝑐1 ;
6 if (𝑡 + Δ𝑡 ) ≥ 𝑡𝐻𝑖 then
7 Set𝑉𝑑𝑑 at𝑉𝐿𝑜 ;
8 if (𝑡 + Δ𝑡 ) ≤ 𝑡𝐿𝑜 & (𝑉𝑑𝑑 < 𝑉𝐻𝑖 ) then
9 Set𝑉𝑑𝑑 at𝑉𝐻𝑖 ;

10 Set 𝑡 at current temperature (collected from thermal sensors);

3.1 Governing core-frequency through DVS
The thermal management of STIFF is built on the DVS that deter-
mines the thermal intensity by looking at the register usages of

individual cores over a stipulated period. Changes in register access
count (Δ𝑅𝐹_𝐴𝑐𝑐) help in determining the power usage as well as
the current thermal intensity of the core. The determined thermal
status is used to maintain a safe core temperature that reduces the
SHE, while maintaining performance by not allowing the tempera-
ture to drop below a certain value to be benefited by the TEI. STIFF
periodically checks the register accesses of the individual cores,
and determines the changes in power and temperature. Once this
determined temperature is more than a certain threshold, STIFF
reduces the supply voltage to safeguard the underlying circuitry.
On the other hand, once the determined temperature is lower than
a preset value, the voltage is scaled up further to maintain a higher
temperature to be benefited by the TEI effect. Note that, antici-
pating temperature by employing our analytical model (in Sec. 2)
can overestimate the temperature, which might slightly reduce TEI
benefits, but ensures thermal safety.

We present the whole process of applying DVS at the individual
cores to maintain a stable frequency on-the-fly in Algorithm 1.
STIFF divides the execution span evenly into multiple segments,
each of which is called as a 𝑃𝐸𝑅𝐼𝑂𝐷 in this paper. 𝑃𝐸𝑅𝐼𝑂𝐷 is
taken as input to our frequency-governor algorithm, that is the
time-span, at the end of which the algorithm will trace the periodic
change in register accesses (Δ𝑅𝐹_𝐴𝑐𝑐) (line 3) at the individual cores.
Once Δ𝑅𝐹_𝐴𝑐𝑐 is traced, the changes in both power usage (Δ𝑝) and
temperature (Δ𝑡 ) (line 4 and 5) are determined. To determine the
thermal intensity of the respective cores, our frequency-governor
algorithm employs Equation 1 and 2. The determined change in
temperature (at line 5) is added with the temperature of the core
at the beginning of the period to predict the temperature at the
end of the period. If the calculated temperature is higher than a
preset threshold, 𝑡𝐻𝑖 , then the frequency is maintained through
TEI at this higher temperature in spite of scaling down the voltage,
𝑉𝐿𝑜 . This lower supply voltage reduces the core temperature (line 6
to 7) without impacting the performance. On the other hand, if
the temperature is below the lower threshold (𝑡𝐿𝑜 ) and the supply
voltage is less than its higher threshold (𝑉𝐻𝑖 ), then there is still room
for the TEI gains. Hence, the algorithm sets the supply voltage at
𝑉𝐻𝑖 (line 8 and 9) such that the operating core-frequency can be
maintained at the lower temperature (see Equation 3). To limit
the deviation in temperature estimation, the current temperature
from thermal sensor(s) are tracked [31] and used at the end of the
next 𝑃𝐸𝑅𝐼𝑂𝐷 (line 10). The values of the thresholds (𝑡𝐻𝑖 , 𝑡𝐿𝑜 , 𝑉𝐻𝑖 ,
and 𝑉𝐿𝑜 ) depend on system parameters and the average expected
workload of the system (see Sec. 4).

3.2 L1-Cache: TEI-aware Thermal Management
Our previous discussion in Sec. 2.4 shows the salient presence of
hotspots at the FinFET based L1 caches, and cache temperature
directly depends upon the accesses and on the supply voltage. At
the end of each 𝑃𝐸𝑅𝐼𝑂𝐷 , STIFF collects the access counts for the
last 𝑃𝐸𝑅𝐼𝑂𝐷 and compares them against the previously collected
counts. The access count for an L1 bank at the end of 𝑃𝐸𝑅𝐼𝑂𝐷 is
denoted as 𝐴𝑐𝑐 (𝑃𝐸𝑅𝐼𝑂𝐷), and the change in access count (𝐷) is
calculated as 𝐷 = 𝐴𝑐𝑐 (𝑃𝐸𝑅𝐼𝑂𝐷)

𝐴𝑐𝑐 (𝑃𝐸𝑅𝐼𝑂𝐷−1) . To control the voltage, STIFF
uses 𝐷 to assist in switching the voltage based upon two thresholds:
𝑥 and 𝑦 (𝑥 > 𝑦). Our DVS policy makes L1 caches to be operated in
three different voltage regions: 𝑉𝐻 , 𝑉𝑀 and 𝑉𝐿 . Initially, the cache
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will start operating at 𝑉𝐻 , and based upon the changes in 𝐷 , the
voltage for an L1 cache bank is changed.

VH VM VL

D ≥ x

y ≤ D < x D ≥ x

cm > km cl > kl

Figure 5: Thermal Management at L1-Cache through DVS.

The events that trigger the voltage to switch are illustrated in Fig-
ure 5. If the voltage is set to 𝑉𝐻 and 𝐷 ≥ 𝑥 , then the voltage will
be scaled down to𝑉𝐿 . However, a comparatively smaller increment
in the access-count (i.e., 𝑦 ≤ 𝐷 < 𝑥) will scale down the voltage
from𝑉𝐻 to𝑉𝑀 . At𝑉𝑀 , if 𝐷 ≥ 𝑥 , then the voltage is scaled down to
𝑉𝐿 . The increased access-count implies a temperature increment
during the last 𝑃𝐸𝑅𝐼𝑂𝐷 , hence, by operating the L1 bank at a lower
voltage will reduce the power consumption, and similarly the tem-
perature. If the operating temperature is high at the end of a certain
𝑃𝐸𝑅𝐼𝑂𝐷 , reduction in voltage for the immediate next 𝑃𝐸𝑅𝐼𝑂𝐷
does not increase the access time, due to the TEI property of the
FinFET. While operating at the lower voltages (𝑉𝑀 and 𝑉𝐿), STIFF
observes a stipulated number of 𝑃𝐸𝑅𝐼𝑂𝐷s (𝑘𝑚 at 𝑉𝑀 and 𝑘𝑙 at 𝑉𝐿)
before scaling up the voltage to the next higher levels. STIFF tracks
such 𝑃𝐸𝑅𝐼𝑂𝐷-counts by implementing a few number of counters
(𝑐𝑚 and 𝑐𝑙) for two different voltage levels. This provides the L1
bank with a sufficient time for temperature reduction and helps in
reducing the SHE.

3.3 Efficient Voltage Switching
To enable the per core DVS in a faster manner, we employ on-chip
voltage regulators (VRs), which have significantly smaller timing
overheads than their off-chip counterparts [2, 7, 16, 25, 29]. Details
about the voltage switching speed, and the type of VR adopted
are discussed in Sec. 4. We also analyze the power consumption
of the on-chip VRs, as they might pose their own challenges re-
garding power consumption and hotspots, which can be addressed
by techniques like ThermoGater [23]. To implement Algorithm 1,
we employ a monitor for scaling the supply voltage at the cores.
This monitor triggers DVS once the calculated temperature (𝑡 + Δ𝑡 )
crosses either of the thresholds and there exists room for regulating
the supply voltage. The hardware cost for implementing such a
monitor is very limited and is also trivial to implement [19, 37].
Additionally, for implementing DVS at the L1 banks, the hardware
techniques proposed by Flautner et al. can be adopted [17].

4 METHODOLOGY
We simulate a homogeneous tiled CMP having 16 Alpha 21364 OoO
cores (shown in Figure 6), in gem5 [6] full system simulator. Along
with a core, each tile contains a data and an instruction private L1
cache and an L2 cache bank. The L2 cache is logically shared, yet
physically distributed into 16 banks of the same size. A 2D-mesh-
NoC connects the tiles, hence, each tile is equipped with a router.
For complete performance-power-thermal analysis, the periodic
performance traces of the multithreaded PARSEC benchmarks (16
threads with large input set) [5] (collected from gem5) are fed to
McPAT-monolithic [20] for simulating power. The power traces are

further sent to HotSpot 6.0 [43] for generating thermal traces. For
improved accuracy in generating thermal traces, we adopt thermal
properties of FinFET [9] in HotSpot 6.0. Note that, with an interval
of 1ms the periodic performance traces are collected from gem5.
Although TEI effect in FinFET makes frequency no longer fixed
at different temperature but for our simulation, we assume a fixed
temperature during the whole span of a 𝑃𝐸𝑅𝐼𝑂𝐷 , i.e., 1ms [9]. The
default parameters used in our simulations are listed in Table 1.

0 1 2 3

4 5 6 7

8 9 10 11

12 13 14 15

P7 D$
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Figure 6: Tiled CMP Architecture.

Table 1: System Parameters
Parameters Values
Number of Cores 16
Core Model Alpha 21364
Nominal Frequency 3.5GHz
𝑉𝐻𝑖 ,𝑉𝐿𝑜 (at cores) 0.8v, 0.65v
L1 D/I Cache Private 64KB, 4W SA, LRU
𝑉𝐻 ,𝑉𝑀 ,𝑉𝐿 (at L1-caches) 0.8v, 0.7v, 0.6v
Shared L2 Cache bank (16 banks) 512KB, 16W SA, LRU
DRAM 8GB
Ambient Temperature 47 °C
Technology Node 14nm (FinFET)

By considering a prior TEI induced frequency model [9], we set
the threshold values used in Algorithm 1 as follows: 𝑡𝐻𝑖 = 80 °C,
𝑡𝐿𝑜 = 77 °C, 𝑉𝐻𝑖 = 0.8𝑣 and 𝑉𝐿𝑜 = 0.65𝑣 . Note that, we have as-
sumed a maximum safe temperature of 82 °C, hence, we set 𝑡𝐻𝑖 =
80 °C to restrict the thermal overshoot beyond 82 °C. Khan et al.
have shown that the operating temperature of FinFET can reach
as high as 80−85 °C, which can be considered as a hotspot [22]2.
To maintain an average frequency of 3.7GHz during execution, we
set these values, so that the lowest and the highest frequencies can
be maintained at 3.0GHz (for 𝑡𝐿𝑜 , 𝑉𝐿𝑜 ) and 3.9GHz (for 𝑡𝐻𝑖 , 𝑉𝐻𝑖 ),
respectively. Note that, all of these threshold values are tunable and
can be set by considering technical details of the underlying cir-
cuitry. However, our employed on-chip VR assumed to be installed
at the cores as well as at the L1-caches has a switching speed of
20mV/ns [16], and the respective area and power overheads are
based on a prior regulator-power model [25]. In our evaluation, we
use three operational voltage levels for the L1 caches, as mentioned
in Table 1 [38].

We have evaluated the following core-based techniques:
• Baseline – the default model with system parameters ac-
cording to Table 1;

• STIFF – implementation of the techniques as described
in Sec. 3.1 (Algorithm 1);

2By considering technology node and process variation, both temperature values for
determining hotspots and threshold temperatures can be adjusted, which we intend to
analyze in our future work.
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Figure 7: Average and maximum changes in L1 accesses be-
tween two consecutive 𝑃𝐸𝑅𝐼𝑂𝐷s. Values for Max and Avg
should be measured with the scalesMaximum Changes and
Average Changes, respectively.

• ENPASS – a state-of-the-art DVFS technique for the FinFET
based cores proposed by Neshatpour et al. [35].

Before applying DVS at the individual L1 cache banks, we first de-
termine the following parameters: 𝑥 ,𝑦,𝑘𝑚, and𝑘𝑙 , mentioned in Fig-
ure 5. Figure 7 reports the maximum and average changes (in terms
of times(×)) in L1 accesses between two consecutive 𝑃𝐸𝑅𝐼𝑂𝐷s hav-
ing a length of 1M cycles. For both data and instruction caches, this
average change has a value of less than 2, i.e., the access-count dou-
bles, and has a maximum value of 94.31 (for ICache (Body)). In most
of the cases, the maximum value is much higher than the average,
which indicates that themajority of the times the changes take place
in proximity to the average. For a wider design-space exploration,
we perform a sensitivity analysis of our cache based mechanism
(Sec. 3.2) by considering the following values for 𝑥 and 𝑦: A(1.0, 2),
B(1.25, 4), C(1.5, 6), D(1.75, 8), and E(2, 10). Hypothetically, smaller
values/ranges indicate a more frequent change in voltage, while
larger ones will incur comparatively fewer occurrences of voltage
switching. For all of our simulations, we set 𝑘𝑚 = 2, and 𝑘𝑙 = 1,
i.e., 𝑉𝑀 and 𝑉𝐿 can be the viable voltage levels for 2 consecutive
𝑃𝐸𝑅𝐼𝑂𝐷s and 1 𝑃𝐸𝑅𝐼𝑂𝐷 , respectively.

5 RESULTS & ANALYSIS
Now, we will empirically validate the efficacy of our frequency
governor algorithm at the cores and TEI-aware thermal management
at the L1-caches.

5.1 Effects on Core Frequency & Temperature
Algorithm 1 attempts to exploit TEI to maintain a stable core-
frequency by prudentially applying a PMC aware DVS while main-
taining a safe core temperature. By tracking the register-access-
counter during execution at the individual cores, power and temper-
ature are surmised, and DVS is accordingly applied at the cores. For
nine PARSEC applications, STIFF is able to maintain a core temper-
ature approximately between our stipulated thermal limits (𝑡𝐿𝑜 and
𝑡𝐻𝑖 ). The overshooting of core temperature is tackled by reducing
the voltage, whereas performance is further maintained by scaling
up the voltage in addition with TEI, once the core temperature
reaches below 𝑡𝐿𝑜 .

We report the temporal changes in core temperature and fre-
quency (for Body and Stream) in Figure 8. The results are shown for
100 time-stamps during execution, where sampling interval is 1ms
(for which, we assumed an unchanged thermal status [9]). For both

(a) Body

(b) Stream

Figure 8: Temporal change in frequency and temperature.
Body and Stream, STIFF is able to maintain core temperature be-
tween 77 °C and 80 °C (see Figure 8a and 8b). The PMC driven DVS
incurs more changes in voltage supply at the initial phases in case
of Body, whereas Stream has more stable register accesses over time
resulting into lesser changes in core frequency (see Figure 8). Both
Body and Stream also experience undershoot in frequency at some
places, however, for both applications STIFF is able to maintain a
stable frequency. We further summarize the average core frequency
and peak temperature for a particular core for all nine PARSEC
applications in Table 2. For all of these nine applications, STIFF
maintains an average frequency of 3.71GHz, whereas the range for
the same is in 3.65−3.74GHz. To notice the deviation in frequencies
at the individual cores, we further derive the standard deviation
for each of the applications. The average standard deviation is 0.23
with a range of 0.16 − 0.33. Higher standard deviation values (e.g.
Fluid, Stream, etc.) are basically caused by more diverse register
access pattern of the application on-the-fly whereas lower values
(e.g. Can, Swap, etc.) indicate comparatively better stability in reg-
ister accesses. We also plot overall reduction in peak temperature
of the CMP for all nine applications in Figure 9, which shows STIFF
reduces peak temperature by 2.3−3.8 °C over the baseline.
Table 2: Average frequency and peak temperature of a core.

Applications Black Body Can Ded Fluid Freq Stream Swap X264 Avg.
Freq. (GHz) 3.73 3.71 3.72 3.74 3.65 3.68 3.72 3.73 3.72 3.71
Std. Dev. 0.21 0.24 0.16 0.19 0.32 0.29 0.33 0.18 0.22 0.23
Temp. (°C) 79.23 78.59 78.78 79.27 78.98 78.51 78.52 79.94 79.82 79.07

5.1.1 Comparison with the State-of-the-art. We further com-
pared core-based technique of STIFF with ENPASS [35], that en-
hanced energy efficiency in a FinFET based CMP with an objective
to maintain thermal safety while leveraging through TEI. ENPASS
integrates pipeline throttling, DVFS and activity migration together.
The activity migration can only take place if spare core(s) are avail-
able, contrary to STIFF , where we assume all cores are always active.
Additionally, pipeline throttling leads to significant aggravation in
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Figure 9: Reduction in peak temperature of the CMP.
performance. Hence, we restrict ourselves to compare STIFF only
with the DVFS technique of the ENPASS. For ENPASS, we consid-
ered V/F pairs at 4 different threshold temperature values listed
in Table 3, where the temperature of the cores can be in the range
of 65−80 °C with a couple of midpoint values. Each time the core
temperature reaches a midpoint, the V/F is set accordingly so that
thermal safety can be maintained, while exploiting TEI to enhance
performance. ENPASS reduces V/F to the lowest possible level (0.65v,
2.94GHz) as soon as the temperature reaches the highest allowable
value (80 °C in this case), and increases the V/F to the next possible
level once it reaches a temperature level below 80 °C at the scale of 5.
ENPASS does not switch V/F in between two levels of temperature
(mentioned in Table 3).

Table 3: V/F pairs for ENPASS [35].

Voltage
Temperature (in °C)
65 70 75 80
Frequency (in GHz)

0.65 2.94 2.98 3.02 3.06
0.7 3.19 3.23 3.27 3.32
0.75 3.43 3.47 3.51 3.55
0.8 3.64 3.68 3.73 3.77

STIFF uses only PMC induced DVS technique that shows a better
proactive thermal management, and is useful in maintaining a
stable core frequency as well as cache performance. As thermal
management in ENPASS reacts upon detection of temperature, and
both voltage and frequency will be set to the lowest possible value,
the fluctuation in frequency is significantly higher than STIFF , might
accelerate the aging process. Figure 10 shows the maximum and
average frequencies maintained by both STIFF and ENPASS. For
all applications, STIFF maintains a higher average frequency than
ENPASS, as cores experience a sudden drop in V/F at the critical
temperature, while applying ENPASS. In fact, sudden voltage drop
and a large range of allowable core temperature lead to a more
fluctuation in core-frequency and shows higher standard deviation
for ENPASS than STIFF . On average, the standard deviation in case
of ENPASS for the nine PARSEC applications is 0.31, which is 0.23 in
the case of STIFF . This is because STIFF regulates only voltage but
not the frequency like ENPASS, and attempts to maintain a stable
safe temperature, which results in a sustainable performance.

5.2 L1-Cache: Impacts on Temperature &
Access-Time

We summarize the deviation in access time during execution with
and without STIFF , where the proposed policy is evaluated for
five different pairs of values of 𝑥 and 𝑦 (A to E). Figure 11 and 12

Figure 10: Max. and Avg. frequency: STIFF vs. ENPASS.
exhibit the average access time and thermal efficiencies of the L1
caches, respectively, gained by STIFF for A to E over the baseline.
According to Figure 11, the access time for the L1 cache for A to
D has slightly been increased than baseline, as STIFF maintains
a lower temperature of the L1 cache (see Figure 12), hence the
lower TEI, in addition with lower supply voltage for a number of
periods. However, with more stringent values of 𝑥 and 𝑦 in E, STIFF
is able to maintain lower temperature for more number of periods
than A to D (average temperature values in Figure 12 indicate
the same), resulting in a marginally increased access time due to
lower temperature (so the lower TEI), however this leads to better
thermal efficiency. Out of all these five settings (i.e. A to E), D can
be considered as a promising choice, that offers a comparatively better
thermal efficiency without much degradation in access time.

5.3 Performance and EDP
Finally, we analyzed the impact of STIFF on performance while
applying PMC induced DVS at the cores and L1-caches. The core-
frequency ismaintained byDVS in STIFF , whereas no such governor
is active in case of baseline. Although we have considered a nominal
frequency of 3.5GHz for our baseline system, however, the change
in temperature changes the frequency in baseline. The implemen-
tation of STIFF is although able to maintain thermal safety at the
cores, but, at the cost of slight (average) reduction in core frequency.
The similar effects are also observed for L1-caches, and for our final
comparison, we have consideredD as the threshold values for 𝑥 and
𝑦. To summarize, we evaluate overall performance loss by STIFF , in
terms of instructions per second (IPS), that includes both core and
L1-cache performance. On an average, STIFF experiences a reduc-
tion in IPS of 3.2% over the baseline for nine PARSEC applications.
Reduction in supply voltages at L1 caches and cores also reduces
the overall power consumption, that leads to lower EDP. We report
the EDP gains (that include both cores and L1 caches) for all nine
applications in Figure 13. On average, STIFF shows a noticeable
EDP gain of 28 − 35% with an average of 31% over baseline.

6 STATE-OF-THE-ART
The advantage of reduced gate delay, in FinFET devices, is achieved
if the circuit is operated at higher temperature, however, thermal
safety has to be guaranteed to avoid the device from breaking down.
DVFS in combination with dynamically power-gated caches are
widely used in thermal management of the high-end computer
systems [12, 26, 42]. The existing arts are mostly based on conven-
tional MOSFET designs, where reduced temperature benefits both
the performance and the energy efficiency of the system. On the
contrary, the performance of the FinFET based designs is benefited
from an increased temperature, while energy and reliability get
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Figure 11: Average access time of L1-cache.

Figure 12: Average temperature of L1-cache.

Figure 13: EDP: Baseline vs. STIFF .
worse [35]. Over a decade, researchers are investigating TEI in Fin-
FET, that significantly lowers circuit delay in higher temperature
even at the super-threshold voltage region [8–10, 21, 24, 27, 28].
Kim et al. have comprehensively analyzed several circuit and device-
characteristics for understanding TEI in-depth [24]. Through online
scaling of the supply voltage, Lee et al. [28] proposed a thermal man-
agement technique for the FinFETs, while exploiting TEI. Lee and
Jha have proposed a static power-area-timing model at the micro-
architectural level for the FinFET based caches [27]. However, most
of these prior techniques focused on the TEI effects, but, its impacts
on the performance of multi-cores were first evaluated by Cai and
Marculescu [9]. Later, a TEI-aware DVFS was proposed [35], where
voltage/frequency (V/F) switchingmechanism exploits on-chip ther-
mal sensors, where poor heat transfer at the FinFET devices might
lead to inaccurate temperature sensing [31, 32].

The current generation of FinFETs are suffering from electro-
thermal issues, known as SHE, which has become a serious design
concern for the FinFET based CMPs, especially those built in sub-
14nm technology [41]. Recently, researchers tried to reduce SHEs
to ensure thermal safety in FinFET based CMPs [1, 3, 22, 30, 34].
Authors in [22] discussed SHE and reliability issues, where FinFET
can potentially experience a temperature more than 80 °C due to
increase in gate and drain temperature. The underlying causes of
such thermal issues have further been studied [34], where authors

comprehensively analyzed the dielectric breakdown of the FinFET
by considering the physical characteristics. The confined geometry
of FinFET devices is one of the prime factors of SHE, hence, it has
to be modelled with due consideration to the non-planar geometric
shape in addition with the power consumption to slow down the
aging process [1, 30]. In another work, a circuit level analytical solu-
tion was proposed [41] to improve the tolerance against within chip
ambient temperature induced SHE for sub-14nm technology nodes.
SHE induced design challenges however lead researchers towards
designing novel SRAM cells and processor-cores, so that circuit
aging can be prolonged with enhanced performance. Towards that,
researchers have recently realized the interaction between SHE,
IR-drops and aging for a FinFET based SRAM [3].

Most of these prior arts focused at the circuit/device level, either
to exploit TEI benefits or to tackle SHEs, without concentrating
on application characteristics, the prime factor that impacts on-
chip power-thermal status. In this work, STIFF , as a first study,
attempts to exploit TEI benefits while tackling SHEs with a PMC
based temperature estimation by accounting dynamic behaviors of
the applications.
7 CONCLUSIONS AND FUTUREWORK
With the continuation of the scaling of process technology nodes,
FinFET, a non-planar device, has become a prevalent choice for
CMP designers, due to its lower leakage and reduced delay in
higher temperature, even in the super-threshold voltage region,
called as TEI [10]. However, a noticeable increase in channel tem-
perature of the FinFET may drastically increase the leakage power
consumption, which can escalate the circuit aging process due to
SHEs. STIFF presents a TEI-conscious performance improvement
for FinFET based CMPs, while reducing SHEs by maintaining a
safe temperature. STIFF is uses register-filer access and L1 access
counters to periodically monitor and apply DVS, such that cores
and caches are thermally safeguarded. At higher temperature, TEI
is exploited, to lower the supply voltage without curtailing the
performance noticeably. Our simulation-results exhibit that STIFF
is able to maintain a safe temperature and an average core fre-
quency of 3.7GHz with a small average standard deviation of 0.23
during execution, and outperforms a prior DVFS technique [35].
For 64KB L1 data and instruction caches, STIFF maintains thermal
safety without any significant performance loss. To the best of our
knowledge, STIFF is the first technique that employs PMCs to combat
SHEs in FinFET based CMPs, while considering TEI to maintain a
stable performance at the cores and at the L1-caches.

In the future, we intend to perform an analytical study by con-
sidering process variations of the FinFET and its effects on thermal
characteristics and performance of CMPs. Additionally, as thermal
conductivity at the channel is a major design concern for the FinFET
devices, our future work will also include a detailed comparative
study between PMC based and thermal sensor based temperature
determination techniques by considering process variation, supply
voltage, and temperature based analyses for different technology
nodes with various configuration choices.
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