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Abstract—CMOS scaling is near its end but new emerging devices are being developed to replace CMOS. These devices have different features than CMOS, such as the possibility for multi-value logic, which present new opportunities when designing computer systems. In this work we investigate the use of multi-value devices to design a cache that can tune the amount of resources used to store application data. We leverage work on approximate computing to store data that are not application critical in a compact quaternary format while critical data is stored in a more error resilient binary format.

I. INTRODUCTION

CMOS scaling is already facing many challenges and is likely to reach its end in the near future. New emerging technologies, e.g., single atom transistor (SAT) [1] and single electron transistor (SET) [2], are promising CMOS alternatives for the continuation of Moore’s law. However, shrinking the semiconductor devices down to a single atom or electron raises concerns regarding their accuracy.

Approximate computing is an approach where accuracy is traded against other factors like performance, power, and energy [3]. Previous work has shown that approximate computing can be used to improve performance and endurance for multi-level phase change memories [4]. In this work we trade accuracy against storage resource requirements for on-chip caches. When an application provides opportunities to relax the accuracy then data are stored as quaternary words in multi-value cells, while precise data are stored as binary words in twice the number of multi-value cells. We present a cache organization where a cache line can either hold approximate quaternary or precise binary words. This provides a tunable memory hierarchy where the amount of resources can be allocated depending on the accuracy needed by the application.

II. DEVICE CHARACTERISTICS

We consider any device where the output can be described as a continuous transfer function of its inputs. For multi-value logic this transfer function contains plateaus that presents a relatively stable output even if the input value varies slightly [5]. These plateaus appear as discrete ranges that can be used to represent logic states. Such devices have higher probability that the output of a device will drift, due to interference, to a nearby value than to a value far away from the expected value. Here we use the term interference for any physical property that affects the output such that it deviates from the ideal transfer function, e.g., input noise or manufacturing variances. We take advantage of this property to create two logic representations for representing approximate and precise data.

III. A TUNABLE APPROXIMATE CACHE

We use the device characteristics presented in the previous section to design a cache memory that can store both approximate and precise data. This enables a tunable memory hierarchy where (1) more memory resources can be allocated to increase the reliability of precise data or (2) approximate data can be stored compactly.

We assume a system where we known what data can be stored approximately and what data must be stored precisely. Such information can be extracted through compile time
Tag
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Address: 0 ... 0 1 0 0 0 1 1 0 0 1

Approx.: 0 0 ... 0 1 0 0 0 1 1 0 0 1
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Fig. 2. A tunable approximate direct mapped cache, with eight sets, four approximate words per cache line \( (N = 4) \), and four bytes per word.

The cache is constructed out of quaternary memory cells [8]. Each memory cell can store either one out of four approximate values \( (0, 1, 2, 3) \) or one out of two precise values \( (0, 1) \). The cache is organized such that each cache line can store \( N \) approximate words. A cache line can also store precise data by combining pairs of approximate words into precise word (see striped word in Fig. 2). Each cache line has a bit \( (A) \) that is set if the data in that cache line is stored approximately. Thus, a cache line can only store approximate or precise data, not a combination of both.

As the size of the data depends on if the data are stored approximately or precise a new addressing scheme needs to be devised. Fig. 2 shows how a conventional address produced by an application is treated by the cache depending on if the data are approximate or precise. The illustration shows a simple direct mapped cache with four bytes per word, four approximate words per cache line, and eight sets. The cache is also assumed to be word addressable.

When referencing approximate data the address is treated the same way as in a conventional cache. The set of least significant bits constitutes the Byte offset, which is used to address specific bytes within a word (the illustration depicts a word size of four bytes). The next set of bits is the Line offset, which is used to address the word to read/write from/to the cache line. The following set of bits is the line Index, which identifies the row in the cache. The remaining bits are used as a Tag to identify a particular cache line stored in the cache. The tag is appended with a zero at its most significant bit (depicted in red). This is required to create a tag that is of the same size as the tag needed to store precise data.

When referencing precise data a cache line can only hold half the number of words as a cache line with approximate data. Therefore, the address needs to be treated differently than for the approximate case. Each precise word consists of the same number of bytes as an approximate word so the same set of least significant bits is used as the byte offset. The line offset has to be handled differently though. Each precise word takes up the space of two approximate words and has to be placed on a double word boundary (starting at offset 0 or offset 2 for the case illustrated in Fig. 2). The address is therefore shifted left one step and a zero is inserted (depicted in red). The shifted address is used to select the bits representing the line offset and index. As the address has been shifted one step to the left the portion for the tag is now one bit larger than for a conventional cache with the same cache configuration. This is the reason why the tag of approximate addresses has to be appended with a zero.

This addressing scheme assures that precise words are aligned correctly. It also assures that the address mapping for precise data is without any holes or overlaps, which is also true for the approximate address mapping. It does have the effect that the same address can get mapped to different cache lines depending on if the referenced data are approximate or precise (see marked words in Fig. 2). It is therefore preferable that the compiler keeps precise and approximate data separated and aligned at cache line boundaries.

A cache line can only store approximate or precise data. When a reference to a cache line is made the approximate bit for that cache line is checked \( (A \) in Fig. 2). If the type of the reference being made and the stored data differ then the access is treated as a miss. A conventional replacement policy can be used to evict a cache line and replace it with the correct data.

IV. CONCLUSION

The combination of approximate computing and emerging multi-value devices enables the design of a tunable memory hierarchy. In our proposed system approximate data is compactly stored in a quaternary format while precise data is stored in a binary format that requires twice the number of memory cells but significantly decreases the probability for errors.
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